Tl

Chapter 2: Matrices

USING MATRICES TO REPRESENT A SYSTEM OF LINEAR EQUATIONS

In this chapter, we will be using matrices to solve linear systems. In section 2.4, we will be asked
to express linear systems as the matrix equation AX = B, where A, X, and B are matrices.

Matrix A is called the coefficient matrix.
Matrix X is a matrix with 1 column that contains the variables.
Matrix B 1s a matrix with 1 column that contains the constants.

&®Example 11  Verify that the system of two linear equations with two unknowns:
ax+by=h
cx+dy=k

can be written as AX = B, where

A=l a) x=[ )] man<]y]
Solution: If we multiply the matrices A and X, we get
S I b
If AX = B then ]
[ ax + by } _ [ h :I |
cx +dy k
If two matrices are equal, then their corresponding entries are equal. It follows that

ax+by=h
cx +dy =k

®Example 12  Express the following system as a matrix equation in the form AX = B.

2x +3y—4z=35
3x+4y-52=6
5x ~6z="17

Solution:  This system of equations can be expressed in the form AX = B as shown below.

M2 3 —4x] |2}
13 4 5]|ly|=]6
;50-—6Z 7
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Now that we understand how the three row operations work, it is time to introduce the Gauss-
Jordan method to solve systems of linear equations.

As mentioned earlier, the Gauss-Jordan method starts out with an augmented matrix, and by a
series of row operations ends up with a matrix that is in the reduced row echelon form.

A matrix is in the reduced row echelon form if the first nonzero entry in each row is a 1, and
the columns containing these 1's have all other entries as zeros. The reduced row echelon
form also requires that the leading entry in each row be to the right of the leading entry in the
row above it, and the rows containing all zeros be moved down to the bottom.

We state the Gauss-Jordan method as follows.

Gauss-Jordan Method
1. Write the augmented matrix.

2. Interchange rows if necessary to obtain a non-zero number in the first row, first
column.

3. Use a row operation to get a 1 as the entry in the first row and first column.
4. Use row operations to make all other entries as zeros in column one.

5. Interchange rows if necessary to obtain a nonzero number in the second row, second
column. Use a row operation to make this entry 1. Use row operations to make all
other entries as zeros in column two.

6. Repeat step 5 for row 3, column 3. Continue moving along the main diagonal until
you reach the last row, or until the number is zero.

The final matrix is called the reduced row-echelon form.

®Example 5 Solve the following system by the Gauss-Jordan method.
- 22+ y +22=10
x+2y +z =8
3ty - z=2

Solution: We write the augmented matrix.

21 2 | 10
12 1 | 8
31 -1 2

We want a 1 in row one, column one. This can be obtained by dividing the first row
by 2, or interchanging the second row with the first. Interchanging the rows is a
better choice because that way we avoid fractions.

1t 21 8
121 2 |10 ~ we interchanged row 1(R1) and row 2(R2)
131 -1 2 .,
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We need to make all other entries zeros in column 1. To make the entry (2) a zero in
row 2, column 1, we multiply row 1 by - 2 and add it to the second row. We get,

[1-2 1 8
10 -3 0 | -6 -2R1+R2
31 1] 2 :

To make the entry (3) a zero in row 3, column 1, we multiply row 1 by - 3 and add it
to the third row. We get,

[t 2 1] 8

{0 3 0 ] -6 ~3R1+R3

10 -5 -4 | -2

So far we have made a 1 in the left corner and all other entries zeros in that column.
Now we move to the next diagonal entry, row 2, column 2. We need to make this
entry(-3) a 1 and make all other entries in this column zeros. To make row 2,
column 2 entry a 1, we divide the entire second row by -3.

12 1) 8 L
01 0] 2| R2+(3)
10 =5 4 | 22 3

Next, we make all other entries zeros in the second column.

10 1] 4 | |
01 0 | 2 ~2R2 +R1 and 5SR2+R3
0 0 4 | -12 :
We make the last diagonal entry a 1, by dividing row 3 by — 4.

R3 + (- 4)

SO =
(=
=
woN B

Finally, we make all other entries zeros in column 3.

!
010 2 ~R3 +R1
| 3

Clearly, the solution reads x =1, y =2, and z = 3.

Before we leave this section, we mention some terms we may need in the fourth chapter.

The process of obtaining a 1 in a location, and then making all other entries zeros in that
column, is called pivoting.

The number that is made a 1 is called the pivot element, and the row that contains the pivot
element is called the pivet row.

We often multiply the pivot row by a number and add it to another row to obtain a zero in the
latter. The row to which a multiple of pivot row is added is called the target row.
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¢ Example 2

Solution:

& Example 3

Solution:

. Maftrices Chapter 2

Solve the following system of equations.
2x+3y -4z =17
3x+4y =22 =9
S5x+7y -6z =20

We enter the following augmented matrix in the calculator.
[2 3 4] 7

134 21 9 ;
5 7 -6 | 20]
Now by pressing the key to obtain the reduced row-echelon form, we get
[1 0 10 | 0]
lo1 -8 of
loo o 1]

The last row states that Ox + Oy + 0z = 1. But the left side of the equation is equal
10 0. So this last row states 0 = 1, which is a contradiction, a false statement.

This bottom row indicates that the system is inconsistent; therefore, there is no solution.

Solve the following system of equations.
x+y =7
x+y =17

The problem clearly asks for the intersection of two lines that are the same; that is,
the lines coincide. This means the lines intersect at an infinite number of points.

A few intersection points are listed as follows: (3, 4), (5, 2), (-1, 8), (-6, 13) etc.
However, when a system has an infinite number of solutions, the solution is often
expressed in the parametric form. This can be accomplished by assigning an
arbitrary constant, t, to one of the variables, and then solving for the remaining
variables. Therefore, if we let y =t, then x =7 —t. Or we can say all ordered pairs of
the form (7 — t, t) satisfy the given system of equations. :

Alternatively, while solving the Gauss-Jordan method, we will get the reduced row-
echelon form given below. :

1 1] 7
0 0] O
The row of all zeros, can simply be ignored. This row says 0x + Oy = 0; it provides

no further information about the values of x and y that solve this system. .

This leaves us with only one equation but two variables. And whenever there are
more variables than the equations, the solution must be expressed as a parametric
solution in terms of an arbitrary constant, as above.

Parametric Solution: x=7-t,y=t.
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®Example 4 Solve the following system of equations.

Solution:

& Example 5

Solution:

x+ty+tz=2

2x+y —z =3
3x+2y =5
The augmented matrix and the reduced row-echelon form are given below.
1727 |
: 1 -1 | 3| Augmented Matrix for this system
132 015 '
1o =211 |
0 1 3 | 1] Reduced RowEchelon Form
lJooo o

Since the last equation dropped out, we are left with two equations and three variables.
This means the system has infinite number of solutions. We express those solutions in
the parametric form by letting the last variable z equal the parameter t.

~

The first equation reads x — 2z = 1, therefore, x = 1 + 2z
The second equation reads y + 3z = 1, therefore, y = 1 - 3z.

And now if we let z = t, the parametric solution is expressed as follows:
Parametric Solution: x=1+2t, y=1-3t, z=t.

The reader should note that particular solutions, or specific solutions, to the system
can be obtained by assigning values to the parameter t. For example:

o if welett=2, we have the solutionx=35, y=-5,z=2: (5,-5,2)

e ifwelett=0, we havethe solutionx=1,y=1,z=0: (1, 1, 0).

Solve the following system of equations.
x+2y—3z2=35
2x+4y - 6z = 10
3x+6y - 9z = 15

Il

The reduced row-echelon form is given below.

112 -3 15 ‘
o0 o | O |This time the last two equations drop out. We are left
{00 0 | O]

with one equation and three variables. Again, there are an infinite number of
solutions. But this time the answer must be expressed in terms of two arbitrary
constants.

If we let z=t and let y = s, the first equation x + 2y -3z =5 results in x =5 — 2s + 3t.

We rewrite the parametric solution : x=5-2s+3t, y =s, z=t.
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2.4 Inverse Matrices

In this section you will learn to:

1. Find the inverse of a matrix, if it exists.
2. Use inverses to solve linear systems.

& Example 1

Solution:

@®Example 2

Solution:

and BA = '[1 _1}[4 1]=
-3 43 1]

In this section, we will learn to find the inverse of a matrix, if it exists. Later, we will
use matrix inverses to solve linear systems.

Definition of an Inverse: An nXx n matrix has an inverse if there exists a matrix B
such that AB = BA = I, where Iy, is an n X n identity matrix. The inverse of a matrix
A, if it exists, is denoted by the symbol A—1.

Given matrices A and B below, verify that they are inverses.

ET

The matrices are inverses if the product AB and BA both equal the identity matrix of

dimension 2x 2: 1Ip,
1 0
=1
I

10
=D
o)

AB = 4 1y 1 -1 :
. 3 1(|-3 4]
Clearly that is the case; therefore, the matrices A and B are inverses of each other.

1
Find the inverse of the matrix A = [ g 2 J .

Suppose A has an inverse, and it is

o[22

men aB=1: [ 35 [ ¢ d]=[01]

After multiplying the two matrices on the left side, we get

[3a+c 3b+d } 3 [1 0}
5a+2¢ 5b+2d 1 0 1

* Equating the corresponding entries, we get four equations with four unknowns:

3a+c=l : 3b+d=0
Sa+2¢c=0 5b+2d=1

Solving this system, we get: a=2 b=-1 . ¢=-5 d =3

2 -1
Therefore, the inverse of the matrix A is B ={i s 3 }
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In this problem, finding the inverse of matrix A amounted to solving the system of
equations:

3a+c=1 ~ 3b+d=0

Sa+2c=0 - 5bh+2d=1
Actually, it can be written as two systems, one with variables a and ¢, and the other
with b and d. The augmented matrices for both are given below.

3] 3o
an
5210 521
As we look at the two augmented matrices, we notice that the coefficient matrix for
both the matrices is the same. This implies the row operations of the Gauss-Jordan

method will also be the same. A great deal of work can be saved if the two right
hand columns are grouped together to form one augmented matrix as below.

(31110
52101
And solving this system, we get

(1 0] 2 -]
o1 ] -5 3}

The matrix on the right side of the vertical line is the A~ matrix.

What you just witnessed is no coincidence. This is the method that is often employed in
finding the inverse of a matrix. We list the steps, as follows:

The Method for Finding the Inverse of a Matrix
1. Write the augmented matrix [ A [ In |.
Write the augmented matrix in step 1 in reduced row echelon form.

If the reduced row echelon form in 2 is [ Iy | B], then B is the inverse of A.

Ll S

If the left side of the row reduced echelon is not an identity matrix, the
- inverse does not exist.

®Example 3 Given the matrix A below, find its inverse.

1 -1 1]
A=12 3 of
0 -2 1

Solution: We write the augmented matrix as follows.

1-11]100]
23 0010
lo 2170001

We will reduce this matrix using the Gauss-Jordan method.
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Multiplying the first row by —2 and adding it to the second row, we get
[1 -1 1] 1 0 0]
{05 =21 =21 0:
lo 2110 01
If we swap the second and third rows, we get
1 -1 111 00]
10 2.1 1 0 0 1]
005 2] =21 0]

Divide the second row by —2. The result is

[t-1 1 110 o0
o1 -1/2] 0 0 -1/2]
o5 2 (=21 0

Let us do two operations here. 1) Add the second row to first, 2) Add -5 times the
second row to the third. And we get
[to w2 |10 -12]
101 ~1/2 ] 0 0 =1/2}
jO 0 1/2 | -2 1 5/2]

Multiplying the third row by 2 results in

[to 2| 1 0-1/2
o1 1721 0 o -1/2],
00 1 | ~42 5

Multiply the third row by 1/2 and add it to the second.
Also, multiply the third row by —1/2 and add it to the first.

ftoo] 3 -1-3]

010 -2 1 2|
00 1] 4,2 5]
3 -1 -3
Therefore, the inverse of matrix A is Al =1-2 1 2
1-4 2 5§

One should verify the result by multiplying the two matrices to see if the product
does, indeed, equal the identity matrix.

Now that we know how to find the inverse of a matrix, we will use inverses to solve systems
of equations. The method is analogous to solving a simple equation like the one below.

2

3
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& Example 4

Solution:

;. Matrices Chapter 2

Solve the following equation: Sz—x =4

To solve the above equation, we multiply both sides of the equation by the

T . 3
multiplicative inverse of %whlch happens to be 5 We get

" [\SRIO}
= YT
w
if
o
N W

We use the Example 4 as an analogy to show how linear systems of the form AX = B are solved.

To solve a linear system, we first write the system in the matrix equation AX = B, where A is
the coefficient matrix, X the matrix of variables, and B the matrix of constant terms.
We then multiply both sides of this equation by the multiplicative inverse of the matrix A.

Consider the following example.

&®Example §

Solution:

Solve the following system
3x+y=3
S5x+2y=4

To solve the above equation, first we express the system as
AX=B .

where A is the coefficient matrix, and B is the matrix of constant terms. We get

o Lo

To solve this system, we multiply both sides of the matrix equation AX =B by A
Matrix multiplication is not commutative, so we need to multiply by A7 on the left
on both sides of the equation.

-1
Matrix A is the same matrix A whose inverse we found in Example 2, so AT =‘: s 3 J

Multiplying both sides by A , We get

) W

1oollx] [2]
0 1lly| [-3

Therefore, x =2, and y = -3.
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& Example 6 Solve the following system: X—-y+z=6
‘ 2x+3y=1
2y+ z=5

Solution:  To solve the above equation, we write the system in matrix form AX = B as follows:
[ -1 1x] [e6
{2 3 ollyl= |1
10 2 1fz| |[s

| 3 -1 -3]
To solve this system, we need inverse of A. From Example 3, A_l =1-2 1 2
| -4 2 5|

Multiplying both sides of the matrix equation AX = B on the left by A we get

3 -1 31 1 1]fx 3 -1 -3][6]
=2 1 202 3 oflyl= |2 1 2|1}
-4 2 5|0 2 1)z -4 2 5|5]
After multiplying the matrices, we get
10 ol[x] [ 2]
01 0fjyl= |-1]
00 Ljlz| | 3]
F o1
yl= |-1
| Z | 1_3’:

We remind the reader that not every system of equations can be solved by the matrix inverse
method. Although the Gauss-Jordan method works for every situation, the matrix inverse
method works only in cases where the inverse of the square matrix exists. In such cases the
system has a unique solution.

The Method for Finding the Inverse of a Matrix
Write the augmented matrix [ A | Ip ]. ‘
Write the augmented matrix in step 1 in reduced row echelon form.
If the reduced row echelon form in 2 is [ I | B], then B is the inverse of A.

bl

If the left side of the row reduced echelon is not an identity matrix, the inverse does not exist,

The Method for Solving a System of Equations When a Unique Solution Exists
Express the system in the matrix equation AX = B.
2. To solve the equation AX = B, we multiply on both sides by A
AX=B"
A'AX=A"'B
IX=A"B wherelis the identity matrix

fam—
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